
An Effective Prediction of Heart Diseases Using
Machine Learning Techniques

O. Obulesu, Koulampeta Yakshitha, Sanjana Vuyyuru, Tumkur Meenakshi,
and Pujala Vaishnavi(B)

Department of Computer Science and Engineering, G. Narayanamma Institute of Technology
and Science, Hyderabad, Telangana, India

obulesh194@gnits.ac.in, pujalavaishnavi@gmail.com

Abstract. The heart plays a crucial role in the survival of living organisms by
serving as the central pump that circulates blood throughout the body. Heart dis-
ease is often considered one of the most life-threatening conditions in humans
due to its significant impact on health and mortality rates. The healthcare sec-
tor accumulates massive volumes of healthcare data, but regrettably, much of
this valuable information often remains untapped, preventing the industry from
uncovering hidden insights that could enhance decision-making processes.Hidden
patterns and relationships are often left undiscovered and underutilized. The use
of advanced machine learning techniques offers a promising solution to address
the complexities involved in predicting heart diseases. It represents a crucial chal-
lenge within the realm of clinical data analysis, as accurately identifying and
forecasting heart-related conditions is of paramount importance for improving
healthcare outcomes. Early prediction of heart attack may save many lives hence
preventing these has become more than necessary. Machine learning (ML) has
the potential to provide highly efficient solutions for decision- making and precise
predictive capabilities. In the field of machine learning, there are several classi-
fication models such as Logistic Regression, K- nearest neighbors (K-NN), and
Support Vector Machine (SVM) that have proven effective in achieving the goal
of predicting and diagnosing heart diseases. Decision Tree Classifier, in partic-
ular, serves as a valuable decision support system for detecting and forecasting
heart diseases and heart attacks in individuals by utilizing risk factors associated
with heart disease. Datasets containing medical parameters play a pivotal role in
this process, as they are processed through various machine learning algorithms.
These algorithms help uncover correlations among the different attributes present
in the dataset using standard machine learning techniques. The overarching aim
of this project is to employ machine learning techniques for the prediction and
diagnosis of heart diseases, contributing to better healthcare outcomes.
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Machine learning

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2025
A. Kumar et al. (Eds.): ICDSMLA 2023, LNEE 1274, pp. 1044–1058, 2025.
https://doi.org/10.1007/978-981-97-8043-3_162

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-8043-3_162&domain=pdf
https://doi.org/10.1007/978-981-97-8043-3_162


An Effective Prediction of Heart Diseases 1045

1 Introduction

Heart disease is often considered one of the most life-threatening conditions in humans
due to its significant impact on health and mortality rates. The escalating incidence of
cardiovascular ailments, characterized by their substantial mortality rates, is imposing
a significant risk and strain on healthcare systems across the world. Cardiovascular
diseases are generally more prevalent in men, especially during middle or old age,
although they can also affect children. Cardiovascular diseases, which include heart—
related conditions, have traditionally been amajor contributor to the globalmortality rate.
These diseases encompass a range of health issues like coronary artery disease [1], heart
failure, and irregular heart rhythms, all of which can lead to severe health problems and,
in some instances, fatalities. The World Health Organization (WHO) and various health
agencies emphasize the critical importance of preventive measures to mitigate the global
public health burden of heart disease, which accounts for approximately 17.9 million
annual deaths worldwide and is more prevalent in Asia. According to the European
Cardiology Society (ESC), 26 million adults worldwide have received a heart disease
diagnosis, with 3.6 million new cases identified annually. Alarmingly, about half of all
patients diagnosed with heart disease succumb to the condition within just 1–2 years,
and heart disease treatment consumes roughly 3% of the total healthcare budget.

To predict heart disease multiple tests are required. Insufficient knowledge or exper-
tise among healthcare professionals can lead to incorrect forecasts or diagnoses in the
medical field. It is difficult to identify heart diseases because of several contributory risk
factors such as diabetes, high blood pressure, high cholesterol and many more factors.
A variety of unhealthy habits can elevate the chances of developing heart disease. These
include factors such as high cholesterol, obesity, raised triglyceride levels, and hyperten-
sion. Early diagnosis can be difficult. Accurate assessment of the risk of cardiac failure is
crucial for preventing severe heart attacks and enhancing patient safety. Machine learn-
ing algorithms have proven effective in disease identification when trained on relevant
data. Introducing machine learning and artificial intelligence [2] into healthcare research
allows for the creation of robust prediction models using extensive databases.

Researchers often include different sets of risk factors or features when building
predictors for heart disease, reflecting the complexity and diversity of this important
area In the development of heart disease prediction models, various features such as
age, sex, chest pain (cp), fasting blood sugar (FBS, which is linked to diabetes), resting
electrocardiographic results (Restecg), exercise-induced angina (exang), ST depression
induced by exercise relative to rest (oldpeak), slope, number of major vessels colored by
fluoroscopy (ca), and heart status (thal) are considered. However, researchers are cur-
rently grappling with the challenge of effectively combining these features with suitable
machine learning techniques to create accurate heart disease prediction models.

Background Study
The central objective is the development of systems capable of learning from past

experiences and deriving meaningful predictions. In the context of predicting the afore-
mentioned diseases, the predictionmodel employs categorization algorithms. The explo-
ration of interconnected concepts, including machine learning and its techniques, is
presented with concise definitions. This framework also encompasses the vital steps



1046 O. Obulesu et al.

of data preprocessing and the utilization of assessment metrics to gauge model perfor-
mance. Additionally, crucial details about the dataset under use are integrated into the
model. The ultimate aim is to establish a robust predictive system that enhances early
disease detection and supports informed healthcare decisions for the specified medical
conditions.

1.1 Problem Statement

Heart diseases pose a significant health challenge, impacting a substantial portion of
the population. Despite advancements in healthcare, the accurate prediction of heart
diseases remains a crucial concern. The existing healthcare infrastructure is often bur-
dened with limited resources, making it imperative to identify individuals at high risk
early on. Machine learning techniques offer the potential to revolutionize this process
by predicting heart diseases with greater accuracy and efficiency.

The problem at hand is the development of an effective predictive model that utilizes
machine learning techniques to identify individuals who are at risk of developing heart
diseases in the future. The challenge lies in harnessing the power of data-driven insights to
improve early detection, enabling timely interventions and tailored preventive measures.
The ultimate goal is to reduce the burden on healthcare systems and enhance patient
outcomes by leveraging the predictive capabilities of machine learning in the domain of
heart disease prediction.

1.2 Advantages and Drawbacks Advantages

The proposed solution leverages the integration of computerized patient records with
clinical decision support systems, specifically using a dataset. This approach offers
a range of benefits, including enhanced patient safety, reduced variations in clinical
practices, decreased occurrences of medical errors, and ultimately, improved patient
outcomes. The strategy’s potential lies in the utilization of data analysis and modeling
tools, particularly machine learning, such as Random Forest [3]. These tools have the
capability to transform the healthcare landscape into a knowledge-rich domain, signif-
icantly enhancing the quality of healthcare options. In the modern healthcare industry,
the utilization of machine learning and Random Forest techniques for prediction and
decision-making has become increasingly crucial. The vast volume of medical data
within the healthcare domain necessitates advanced analytical tools to harness its poten-
tial fully. Consequently, the integration of machine learning, especially throughmethods
like Random Forest, plays a pivotal role in business intelligence for disease detection
and prognosis. These approaches are instrumental in maximizing the value derived from
medical datamining, thereby advancing thequality of healthcare decisions andultimately
benefitting patients and healthcare providers alike.

Drawbacks
The realm of medical diagnosis is considered vital yet intricate, necessitating pre-

cision and efficiency. Often, clinical judgments lean heavily on a physician’s expertise
and instincts, at times overlooking the treasure trove of data-driven insights concealed
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within databases. This approach not only impacts the quality of patient care but also
unintentionally introduces biases, inaccuracies, and substantial healthcare expenses.

The establishment of a knowledge-enriched environment, empowered by machine
learning, bears the potential to notably enhance the quality of medical decision-making.
This advancement holds the promise of raising the standards of therapeutic judgments,
representing a transformative stride in the evolution of healthcare practices.

1.3 Proposed System

The proposed system serves as a valuable decision support tool, offering assistance to
physicians in the diagnostic process. Its primary objective is to predict the likelihood
of heart disease in patients. The core approach involves the application of classification
techniques to categorize the dataset into two distinct groups: “yes” and “no”. These
classification techniques are implemented through various machine learning algorithms,
including Decision Tree Classification, Random Forest, Grid Search CV, and Naïve
Bayes Classification models.

These models play a pivotal role in elevating the accuracy of the classification pro-
cess. They are designed to handle both classification and prediction tasks, all of which
are executed using the Python programming language. This comprehensive approach
harnesses the power of these machine learning models to enhance the accuracy and effi-
ciency of heart disease prediction, providing valuable support to healthcare professionals
in their diagnostic endeavors.

2 Literature Survey

This section delves into the extensive research conducted by various experts to employ
computational methods in the realm of heart disease prediction. These studies have
widely acknowledged the efficacy of such computer-based approaches. Historically,
researchers have explored diverse methodologies to diagnose and anticipate heart ail-
ments. However, their focus has often centered on highlighting the merits of specific
computational techniques, rather than striving for their optimization through the uti-
lization of ideal algorithms. In select instances, some investigators have ventured into
the realm of hybrid optimization techniques, aiming to enhance the precision of heart
disease prediction.

In a research study conducted by Latha and Jeeva [11], they utilized ensemble tech-
niques to enhance the accuracy of predicting heart disease. Specifically, they employed
bagging and boosting techniques to improve the performance of weak classifiers. To cre-
ate a hybrid model, they incorporated several classifiers, including Naïve Bayes, Bayes
Net, C 4.5,Multilayer Perceptron, PART, and Random Forest (RF). The ensemble model
made decisions by majority voting among these classifiers, resulting in an 85.48%. In a
more recent study, machine learning and traditional techniques, such as Random Forest
(RF), Support Vector Machine (SVM), and other learning models, were tested using the
UCI Heart Disease dataset [4] svm. By employing a voting-based modelthat combined
multiple classifiers, they were able to further enhance accuracy. The research demon-
strated a notable improvement of 2.1% in accuracy for classifiers that initially showed
signs of being less accurate or “anemic.”
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In the study conducted by Amin [2] and their team, they investigated crucial risk
factors using a range of machine learning models, such as k-Nearest Neighbors (k-NN),
Decision Trees (DT), Naive Bayes (NB), Logistic Regression (LR), Support Vector
Machines (SVM), Neural Networks, and a hybrid model combining Naive Bayes and
Logistic Regression through a voting mechanism. They conducted a comparative analy-
sis of thesemodels. The research findings demonstrated that the hybridmodel, when used
in conjunction with specific selected attributes, achieved an impressive accuracy rate of
87.41%. In the technique proposed by Saqlain and their collaborators, they employed
the Mean Fisher Score Feature Selection Algorithm (MFSFSA) alongside the Support
Vector Machine (SVM) classification model. The combination of MFSFSA and SVM
[5] yielded notable results, including an accuracy rate of 81.19%, a sensitivity rate of
72.92%, and a specificity rate of 88.68%. These outcomes suggest the effectiveness of
their approach in identifying and classifying pertinent features in their study.

3 Proposed Methodology

The proposedmethodology employsRandomForest as a predictivemodel for identifying
individuals with heart disease. The Random Forest is constructed in two stages: first, a
set of N decision trees is created to form a diverse forest, and second, predictions are
generated for each individual tree. All trees are constructed in a similarmanner. To assess
its predictive performance on new, unseen data, Random Forest employs a technique
known as the out-of-bag error. This error is computed by evaluating each tree in the forest
on data points that were not included in its bootstrap sample. Random Forest is versatile
and can handle both classification and regression tasks effectively. It is particularly well-
suited for datasets with a large number of features. In essence, Random Forest leverages
the collective strength of multiple decision trees to provide accurate predictions, and it
also provides valuable insights into the importance of different features in the dataset.

The proposed methodology employs Random Forest as a predictive model for iden-
tifying individuals with heart disease. The Random Forest is constructed in two stages:
first, a set of N decision trees is created to form a diverse forest, and second, predictions
are generated for each individual tree. All trees are constructed in a similar manner.
To assess its predictive performance on new, unseen data, Random Forest employs a
technique known as the out-of-bag error. This error is computed by evaluating each tree
in the forest on data points that were not included in its bootstrap sample [6]. Random
Forest is versatile and can handle both classification and regression tasks effectively. It is
particularly well-suited for datasets with a large number of features. In essence, Random
Forest leverages the collective strength ofmultiple decision trees to provide accurate pre-
dictions, and it also provides valuable insights into the importance of different features
in the dataset (Fig. 1).

Objectives
The objectives for achieving effective prediction of heart diseases using machine

learning encompass several facets, including:

(a) Early Detection: Develop a model that can detect signs of heart disease at an early
stage, enabling timely intervention and treatment.
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Fig. 1. Architecture of the proposed system

(b) Treatment Guidance: Provide personalized recommendations and guidance to
healthcare professionals for tailoring treatment plans for individuals at risk of heart
disease.

(c) Research Insights: Generate valuable insights and knowledge from the analysis of
medical data, contributing to the broader understanding of heart disease causes and
risk factors.

To construct a predictionmodel for heart disease using the RandomForest algorithm,
the following architectural framework is employed:

Data Collection and Preprocessing: The data is preprocessed, addressing missing val-
ues, encoding categorical variables, and potentially scaling numerical features to ensure
data quality and compatibility.
Dataset Splitting: The dataset is split into two segments: a training set and a test-
ing/validation set. The training set is utilized to train the Random Forest model, while
the testing set serves to assess its performance.
Random Forest Model Training: The next phase involves training a Random Forest
model on the training dataset. Random Forest is an ensemble learning technique that
amalgamates multiple decision trees for prediction.
Model Evaluation and Prediction: In the final stage, the trained Random Forest model
can be employed to make predictions on new, unseen data by providing the relevant
features as input.
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4 Implementation

4.1 Dataset Description

“Framingham Heart Study” dataset is a well-known and widely used dataset in car-
diovascular research and epidemiology. The Framingham Heart Study is a long-term,
ongoing, community-based study that began in 1948 in Framingham, Massachusetts,
USA.

• Age, Float
• sex–Category

– 0 = female
– 1 = male

• cp, chest pain,Category.

– 0 = typical angina,
– 1 = atypical angina,
– 2 = non-anginal pain and 3 = asymptomatic

• fbs, fasting blood sugar, Category

– 0 =>=120mg/dl
– 1 = <120mg/dl

• restbp, resting blood pressure (in mmHg), Float
• chol, serum cholesterol in mg/dl, Float
• Restecg, resting electrocardio graphic results, Category

– 0 = normal
– 1 = having ST-T wave abnormality
– 2 = showing probable or definite left ventricular hypertrophy

• thalach, maximum heart rate achieved, Float
• exang, exercise induced angina, Category

– 0 = no
– 1 = yes

• oldpeak, induced by exercise relative to rest. Float
• slope, the slope of the peak exercise ST segment,Category

– 0 = positive ST segment
– 1 = flat
– 2 = negative ST segment
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• ca, number of major vessels (0–3) colored by fluoroscopy, Float
• Thal, Thalium

– 1 = normal (no cold spots)
– 2 = fixed defect (cold spots during rest and exercise)
– 3 = fireversible defect (when cold spots only appear during exercise (Table 4.1)

Table 4.1 Sample dataset

Age Sex cp trestbps chol fbs restecg thalach exang oldpeak slope ca thal target

63 1 3 145 233 1 0 150 0 2.3 0 0 1 1

37 1 2 130 250 0 1 187 0 3.5 0 0 2 1

41 0 1 130 204 0 0 172 0 1.4 2 0 2 1

56 1 1 120 236 0 1 178 0 0.8 2 0 2 1

57 0 0 120 354 0 1 163 1 0.6 2 0 2 1

57 1 0 140 192 0 1 148 0 0.4 1 0 1 1

56 0 1 140 294 0 0 153 0 1.3 1 0 2 1

4.2 Data Preprocessing

Data preprocessing is a fundamental phase in machine learning that involves transform-
ing raw and often messy data into a structured and clean dataset suitable for train-
ing machine learning models. It plays a critical role in ensuring that the data is pre-
pared for analysis and modeling. Let’s delve deeper into the key steps involved in data
preprocessing:

(a) Importing Required Libraries: Data preprocessing in Python relies on specific
libraries that offer a range of functions and tools. These libraries are essential for
performing various tasks in data preparation. NumPy, for instance, is a fundamental
library that supports mathematical operations, making it invaluable for data manip-
ulation. Matplotlib, on the other hand, enables data visualization, allowing data ana-
lysts to gain insights and make data-driven decisions. Pandas is a versatile library
used for dataset management, offering powerful data structures and data analysis
tools. Importing these libraries is the first step to equip oneself with the necessary
tools for data preprocessing.

(b) Importing the Dataset: The dataset, often stored in a structured format like CSV, is
loaded into the Python environment using Pandas. This step is pivotal, as it brings
the data into the analysis pipeline, making it accessible for further processing.

This step lays the foundation for model development by separating the input data
from the target variable.

(c) Handling Missing Data: Missing data is a common challenge in real-world datasets
and can disrupt the performance of machine learning models. Two primary
approaches are widely used:
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1. Removing rows or columns with null or missing values: This method is effective
but can lead to data loss, potentially reducing the dataset’s informativeness.

2. Calculating and replacing missing values with the mean of the respective column
or row: This approach is particularly useful for numeric data attributes, such as
age or salary. It helps retain data integrity while filling in the gaps.

(d) Encoding Categorical Data: Machine learning models require numeric data. To deal
with categorical variables, encoding is necessary to convert them into numerical
representations for seamless model building. To accommodate these categorical
variables, data preprocessing involves encoding them into numerical representations.
Techniques like one-hot encoding or label encoding are commonly used to ensure
the model can work effectively with these data. The Scikit-learn library, along with
its Imputer class, is frequently employed to handle missing values and streamline the
data preprocessing workflow. Data preprocessing is a crucial aspect of the machine
learning pipeline, as the quality of the data directly impacts the performance and
reliability of the final predictive models.

4.3 Splitting the Data

Training a model with one dataset and testing it with another can lead to difficulties in
understanding correlations. To ensure a model performs well with both training and test
data, we create two subsets:

(a) Training Set: This subset is used to train the machine learningmodel, and we already
know the expected output.

(b) Test Set: This subset is employed to test the machine learning model’s performance.
The model uses this set to predict the output.To create these training and test sets,
we establish four sets:

X_train: The training portion of the feature matrix.
X_test: The testing portion of the feature matrix.
Y_train: The corresponding dependent variables for the X_train set.
Y_test: The corresponding dependent variables for the X_test set.

We utilize the test_train_split function, specifyingthe arrays (X and Y) and the
test_size parameter to determine the data split ratio. This process ensures that the model
can effectively perform with both the training and test datasets.

4.4 Model Training

A training model in machine learning is a crucial component that plays a fundamental
role in the development of intelligent algorithms. This model is essentially a carefully
curated dataset that consists of pairs of input data and corresponding output data. The
input data represents the various variables or features that influence the output, while the
output data signifies the desired or expected results. For instance, in a medical diagnosis
scenario, the input data might encompass patient characteristics, such as age, medical
history, and symptoms,while the output data indicateswhether the patient has a particular
disease or not.
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The training process involves feeding this dataset to the machine learning algorithm,
allowing it to learn and understand the intricate relationships and patterns that exist
within the data. As the algorithm processes the input data, it starts making predictions
based on its current understanding. These predictions are then meticulously compared to
the known output data. Crucially, the iterative nature of this process, known as “model
fitting,” comes into play. During each iteration, the algorithm fine-tunes its internal
parameters and decision-making processes with a clear objective: to minimize the dis-
parities between its predictions and the actual output data. This continual adjustment and
refinement are at the heart of model training [9], with each iteration making the model
more precise and accurate in its predictions.

4.5 Model Evaluation

In the domain of machine learning, model evaluation is an essential and intricate process
that plays a fundamental role in the development and refinement of predictive models.
The goal of this process is to thoroughly and systematically assess the model’s perfor-
mance and its ability to make accurate predictions for future scenarios. Model evaluation
is pivotal because it serves several crucial purposes. Firstly, it provides a comprehensive
understanding of how well the model performs in practical applications. By employing
a range of evaluation metrics, we gain insights into different aspects of the model’s per-
formance, allowing us to identify both its strengths and weaknesses. Several metrics are
commonly used to evaluate machine learning models, each shedding light on specific
dimensions of performance. Several metrics, including Accuracy, Precision, Recall, F1
score,Area underCurve [7], ConfusionMatrix, andMeanSquareError [8], are employed
to assess the model’s effectiveness (Fig. 2).

5 Results and Discussion

5.1 Input and Output

Figure 3 presents multivariate data, likely comprising various patient attributes, used as
input features for predicting th e presence or absence of heart disease. Figure 4 depicts
the results of an experimental task, likely evaluating the accuracy and performance of
a predictive model in diagnosing heart disease based on the data from Fig. 4. Together,
these figures illustrate the process of using patient data to make informed predictions
and assess the model’s diagnostic capabilities.

The Figs. 5 and 6 illustrates a systemwhere, using user-specific information, it offers
a determination of whether an individual has a heart disease or not. In the event of a
heart disease diagnosis, the system provides access to relevant doctor details for further
medical consultation. Conversely, if there is no indication of heart disease, the system
offers a personalized diet chart as a health-related resource (Figs. 7, 8, 9).

6 Conclusion and Future Enhancements

Random Forest stands out as a highly promising algorithm for predictive analysis, show-
casing its exceptional accuracy in predicting outcomes, especiallywhen applied to exten-
sive datasets. In the realm of healthcare, it exhibits significant potential, particularly in
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Fig. 2. Input page

Fig. 3. Input form

early predictions of conditions like heart diseases. For this system to reach its full poten-
tial, it is essential to recognize that it currently operates with a limited dataset. Machine
learning algorithms tend to improve their accuracy with exposure to larger, more diverse
datasets. Therefore, expanding the dataset used for training is a critical step to signif-
icantly enhance the accuracy of heart disease predictions. Additionally, integrating the
system with electronic systems that offer real-time inputs is a pivotal advancement. This
integration would not only enhance its value but also provide patients with immediate
results, a feature that can be crucial in critical healthcare scenarios. The completion of
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Fig. 4. Filled input form

Fig. 5. You have heart disease

the analysis component marks a significant milestone in the system’s development, and
seamless integration with real-time data input systems will further elevate its utility.

Moreover, exploring a variety of algorithm combinations on the expanded dataset is
a strategy worth pursuing. By testing multiple algorithm combinations on these datasets,
we can aim for even better predictive results. This iterative approach can refine the accu-
racy and efficiency of heart disease predictions, ultimately benefiting patient care and
contributing to medical research. In conclusion, Random Forest’s potential for predict-
ing heart diseases is substantial, and its performance can be further optimized through
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Fig. 6. You don’t have heart disease

Fig. 7. Diet chart 1

expanding the dataset for training, integration with real-time data input systems, and the
exploration of various algorithm combinations. With these advancements, the system
can offer more accurate and timely predictions, ultimately enhancing patient care and
contributing to ongoing research in cardiology.
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Fig. 8. Diet chart 2

Fig. 9. Doctors list
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